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Abstract: In this study, we compare the two prominent Light Detection and Ranging (LIDAR)
technologies: Frequency Modulated Continuous Wave (FMCW) and Time of Flight (ToF). By
constructing a setup capable of performing both LIDAR methods at the single photon level
using a Superconducting Nanowire Single Photon Detector (SNSPD), we compare the accuracy
and investigate the dependence of the resulting images and accuracy on the signal power and
the corresponding signal to noise ratio. We demonstrate that both LIDAR methods are able to
reconstruct 3D environments with a signal-to-noise ratio as low as 0.03. However, the accuracy
of FMCW LIDAR is shown to degrade in the low photon regime, while ToF LIDAR accuracy
is shown to be stable across the same range. Lastly, we use a median de-noising convolution
filter to effectively combat the typical "salt and pepper" noise found in LIDAR images, further
enhancing the performance of both methods.

© 2024 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Light Detection and Ranging (LIDAR) is a remote optical sensing technique to measure the
distance to an object. The technology was originally pioneered by militaries around the world
and one of the first implementations of LIDAR was as range finders, produced by Ericsson AB,
for Swedish coastal guns in 1968 [1], a mere eight years after the first laser was constructed.
Since then, LIDAR has also found many civilian applications such as automation, robotics [2],
medicine [3,4], forestry [5], archaeology [6], space mapping [7], and climate research [8,9] to
name a few. The impact of the technology on our society is hard to overstate.

Originally, LIDAR systems relied on Time of Flight (ToF) measurements, where laser pulses
are directed towards an object, reflected, and the travel time is measured to determine the
distance [10]. This technique is effective and widely used. It can achieve mm resolution over km
distances [9] and the implementation, as well as data analysis of a ToF LIDAR system is relatively
simple compared to other LIDAR methods. It also has distinct drawbacks: it is susceptible to
environmental background interference and imposes demanding requirements on the system
components; the laser pulses, detectors, and timing electronics must all achieve picosecond
operation to reach millimeter-level distance resolution [11,12]. An alternative approach to LIDAR
is the Frequency Modulated Continuous Wave (FMCW) LIDAR [13], which measures the beat
frequency between a probe signal and a local reference from a frequency-swept continuous laser
to determine the distance to an object [14]. This approach offers several advantages compared
to ToF LIDAR, including inherent insensitivity to interference from non-coherent sources, i.e.,
daylight [14,15], and the ability to simultaneously measure velocity and distance, rather than
tracking changes in position over time [16]. The use of continuous wave instead of pulsed lasers
also significantly decreases the demands on the laser and readout electronics, compared to those
for ToF LIDAR, resulting in potential cost reductions for the system [11]. Continuous wave
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lasers also allow for higher average output power while adhering to eye-safety standards, which
increases the range of a system.

In both LIDAR methods, the fundamental information carriers are the photons used to probe
the system, and to maximize the range or sensitivity of a system, we must operate at the single
photon level. Previous work exists comparing the strengths and drawbacks of the two techniques
using classical detectors [14] but not in the photon counting regime. In this project, we construct
a setup capable of performing both FMCW and ToF LIDAR with a photon counting detecor
and compare the two techniques’ performance under identical environmental conditions and
comparable measurement settings. We investigate and compare the accuracy as well as the ability
of the two approaches to image 3D environments with progressively weaker reflected signals.
Lastly, we attempt to improve the resulting images by applying median de-noising filters.

For this we utilize a Superconducting Nanowire Single Photon Detector (SNSPD). As the
name suggests, this detector is composed of a nanowire made from superconducting material
which is cooled below its critical temperature and biased near its critical current. When a photon
is absorbed, it disrupts the superconducting state, and the nanowire transitions to the resistive
state, causing a voltage pulse that is recorded as a single photon detection event [17,18]. The
use of SNSPDs in ToF LIDAR is long-established [17,19] as they offer numerous advantages
compared to other single photon detectors, such as Avalanche Photo-Diodes (APDs) [20,21].
These advantages include picosecond time jitter, high count rates, nanosecond dead time, low
dark count rates, absence of after pulsing, and near-unity detection efficiency in the near-infrared
[12,22–25]. The latter of these allows for the use of infrared lasers for LIDAR, which is beneficial
due to the atmospheric transmission window. Implementing SNSPDs in ToF LIDAR also
increases the range and resolution of the system while still using weak and therefore eye-safe
laser powers, a detailed comparison of LIDAR using SNSPDs and APDs can be found in [21].
SNSPDs also allow for the use of longer, infrared wavelengths, because unlike photo-multiplier
tubes or APDs, SNSPDs are not limited by any semiconductor band gap and have shown great
detection efficiency up to and beyond 2 microns [10]. The use of SNSPDs in FMCW LIDAR,
while tried [20], is not as established and the advantages are not equally investigated as for ToF:
however, the superior performance of the SNSPDs still hold true. Unlike APDs, which may face
challenges such as inferior timing resolution and susceptibility to dark counts noise at telecom
wavelengths, SNSPDs operate without the need for gating. This is a significant advantage for
FMCW LIDAR, where the continuous wave nature of the signal benefits from the free-running
mode of SNSPDs. Moreover, the system efficiencies of SNSPDs, reaching up to 99%, contribute
to improved overall sensitivity and accuracy in FMCW ranging applications [22,25].

2. Theory and experimental setup

The experimental setup constructed for this project is shown in Fig. 1(a) and using this, we are
able to perform both single photon FMCW and ToF LIDAR. For the sake of clarity and simplicity,
we discuss the two methods separately and compare the results, but crucial in both is the SNSPD,
which is cryogenically cooled to 2.6 K, has 80% detection efficiency at 1550 nm, with 19 ps
timing jitter, dead time < 10 ns, a dark count rate < 100 Hz, and a maximum countrate of 5 MHz.

2.1. FMCW LIDAR

To perform FMCW LIDAR with the system in Fig. 1(a) we use a continuous wave laser,
coupled through a variable attenuator into a free-space setup where the beam is collimated and
subsequently split by beamsplitter 1 (BS1). The reflected beam serves as a local reference signal,
Tx, transmitted to an SNSPD through an attenuator and BS3. The transmitted beam serves as a
probe signal and is directed to a set of galvo mirrors by BS2. The galvo steers the laser beam
across the environment by controlling the pitch and yaw with ±20o optical angle. The probe
is reflected from a target and the reflected signal, Rx, travels back through BS2 and interferes
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Fig. 1. a) Optical setup for both FMCW and ToF LIDAR. For FMCW LIDAR, a continuous
laser is coupled to the free-space setup where it is split by BS2. The first signal, Tx, is
coupled by BS1 and BS3 along the shortest path to the detector through 60 dB attenuation.
The second signal serves as a probe signal and is directed via BS2 to a galvo that scans the
probe across an object. The signal reflected from the object, Rx, is recombined with Tx
at BS3. To perform ToF LIDAR the continuous laser is swapped for a pulsed laser diode
and the Tx path is blocked. The laser pulses travel to the object and are reflected to the
SNSPD, which generates an electrical detection pulse recorded by a timetagger. The arrival
time is then compared to the time of emission to determine the ToF of the reflected photon.
b) Overview of the principle of FMCW LIDAR. The time delay between a local reference
and a reflected signal causes a difference in frequency when linearly modulated, resulting in
a beating signal with frequency fb.

with Tx at BS3. The resulting signal is coupled through a polarization controller to an SNSPD
that measures the single photon countrate. The inclusion of the polarization controller is to
compensate for the polarization sensitivity of the SNSPD.

The output frequency of the laser is swept linearly over time using a triangular pattern with
slope S, over a given bandwidth B, as shown in Fig. 1(b). Given that Tx and Rx travel different
distances between splitting at BS2 and recombination BS3, they acquire a time delay, τ = dtot

c .
Where c is the speed of light and dtot is the sum of the internal distance of the setup, din, along
with the distance between the galvo and the object, dobj. This time delay and the laser frequency
modulation cause a difference in the frequency of the two signals at BS3. Therefore, the resulting
signal will exhibit a beating frequency, fb, that is directly dependent on the time delay and
therefore the total distance according to Eq. (1) [26].

fb = |S|τ =
|S|dtot

c
=

|S|(din + 2dobj)

c
= f0 +

|S|2dobj

c
(1)

where we define f0 as a frequency offset caused by the constant internal difference in travel
distance of Tx and Rx in the setup. This offset is easily measured by placing an object directly at
the output of the system. It is also important to note that Eq. (1) only holds for stationary objects
and that for moving targets, compensating terms for the Doppler shift must be introduced [16],
but this is outside the scope of this work.

In single photon FMCW LIDAR the detector measures the time-dependent single photon flux
and the beating frequency is determined via Fourier transform. Therefore, the distance resolution,
dres, is determined by the frequency resolution of the Fourier transform, fres, which relates to
the integration time, tint, following the relationship: fres =

1
tint

[14]. By referring to Eq. (1) we
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derive an expression of dres, Eq. (2), based on tint, which in the context of FMCW LIDAR should
equal half the period of the laser chirp, denoted as T in Fig. 1(b). Notably, the resolution of
the system is primarily determined by the frequency bandwidth of the laser [14]. This assumes
ideal components and conditions, which only exist in theoretical work. In practice, nonlinear
phase noise present in the laser modulation results in a spreading of the beating frequency and
will negatively impact the distance resolution. Much work has been done on minimizing and
compensating for the effect of nonlinear phase noise [16,27] but this requires additional hardware
and signal analysis and is outside the scope of this article. Furthermore, in the low power signal
regime, the performance of FMCW LIDAR is reduced due to an insufficient number of reflected
photons to accurately determine the beating frequency [15,28].

dres =
fresc
2S
=

c
2Stint

=
c

2S T
2
=

c
2B

(2)

Our continuous wave laser has a central wavelength of 1550 nm and can modulate its output
frequency triangularly with a bandwidth, B = 17.5 GHz, and repetition frequency, fr = 100 Hz,
leading to a theoretical distance resolution dres = 8 mm, according to Eq. (2), i.e., the temporal
resolution of the system can be expressed as 1

B = 57 ps. The laser’s output is kept below 500
µW average power, i.e., with BS1 and BS2 in Fig. 1(a) the probe signal directed at the target
has maximal average power < 500 nW, and with the variable attenuator, we can attenuate the
probe signal below 50 nW. Which is several orders of magnitude below the threshold for eye
safety set by the Swedish government [29]. The strength of the Tx signal in Fig. 1 was optimized
to be roughly 1 M photons/second and was kept at this constant level in all measurements by
controlling the attenuation in the Tx path.

2.2. ToF LIDAR

As stated in the introduction, ToF LIDAR determines the distance by measuring the travel time
of laser pulses to the object, and our system is also able to perform these measurements. Only
two modifications are required: swapping the continuous laser for a pulsed laser diode and fully
blocking the Tx signal path. The laser diode outputs 1550 nm pulses with 70 ps Full-Width at
Half-Max (FWHM) and a variable repetition rate, for all measurements we operated with 10 MHz
repetition rate. The laser pulses are coupled through the variable attenuator to the free-space
setup via a fiber, the probe signal is steered across the environment by the galvo mirrors, and the
reflected Rx signal is coupled to the SNSPD, as seen in Fig. 1(a). The detection events of the
SNSPD are recorded by the timetagger, with 10 ps time jitter, along with sync signals from the
laser diode, marking the emission of each laser pulse. The time difference between the timestamp
of a photon reflected from the target and the corresponding sync signal yields the photon time
of flight, τtof . This value is directly proportional to the total distance traveled by the photon
internally in the setup (including the optical fibers between the laser, setup, and detector) and the
distance between the galvo and the object, according to Eq. (3).

τtof =
dtot

c
=

din + 2dobj

c
= τ0 +

2dobj

c
(3)

where we similarly define τ0 as an internal offset of the system caused by the constant distance
traveled by the photons within the setup. This offset is easily measured by placing an object
directly at the output of the galvo and we perform this calibration measurement once. It must
also be noted that for ToF LIDAR, BS1 and BS3 in Fig. 1(a) are not necessary and in a dedicated
ToF LIDAR setup these would be removed, but this would destroy the alignment of the Tx and
Rx paths for FMCW LIDAR measurements and is therefore avoided.

The resolution of a ToF LIDAR is mainly limited by the timing jitter of the system
components, tcom (laser, detector, and timetagger), and the temporal resolution of the laser
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pulses, i.e. the FWHM. The total timing jitter of the system, ttot can be descibred as:
ttot =

√︂
t2det + t2laser + t2timetagger + FWHM2

laser. The total timing jitter of our setup is roughly
70 picoseconds which equates to a theoretical 10 mm distance resolution.

3. Analysis

For both FMCW and ToF LIDAR the SNSPD and timetagger record the arrival time of each
photon. For FMCW LIDAR we analyze the single photon countrate and for ToF LIDAR we
analyze the difference in arrival time between laser sync signals and detected photons. The
analysis of these data sets are described separately below.

3.1. FMCW

Figure 2(a) displays a sample of the data obtained in a FMCW LIDAR measurement to a stationary
point. The measurement integration time was 5 ms and the photon countrate recorded by the
SNSPD and timetagger is plotted in a histogram with 10 ns binsize. The binsize was chosen
to match the dead time of the detectors to ensure at most a single detected event is present in
each time bin. The countrate histogram is then transformed using the Fast Fourier Transform
(FFT) to produce a Power Spectral Density (PSD) vs frequency plot that is normalized, shown in
Fig. 2(b). Two filters are then applied to the PSD data: a digital low-frequency cutoff at 7.5 kHz
to remove frequencies arising from possible internal reflections in the setup, and an amplitude
filter of 0.5 to filter out spectral noise. From the filtered PSD data shown in Fig. 2(c) we extract
the frequency of the peak value, fpeak, and the center of mass frequency, fcom, defined by Eq. (4).

fcom =

∑︁
fi ∗ PSDi∑︁

fi
(4)

where fi and PSDi are the frequency and corresponding PSD of the filtered Fourier data. Each
value can be interpreted as the beating frequency, and thus be used to determine the distance of
the target according to Eq. (1).

Fig. 2. a) A 500 µs sample of an FMCW LIDAR measurement to a fixed point with 5
ms integration time and 20 ps resolution timestamps. b) Fourier transform of the data
in a), displaying the Power Spectral Density (PSD) vs frequency. c) A digital 7.5 kHz
high-frequency cutoff filter as well as a 0.5 amplitude filter is applied to the data in b). From
this filtered data, we extract two measurements of the beat frequency, the peak value, and the
center of mass.
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It must be mentioned that other frequency analysis algorithms relying on maximum-likelihood
estimations have been proposed [30] and demonstrate improvements in the range estimations
compared with using FFT analysis. Both algorithms, however, are shown to struggle in the
photon starved signal regime [30]. Therefore, in this work, we have chosen to use the FFT
approach based on its easier implementation.

3.2. ToF

Figure 3 displays the data collected in a ToF LIDAR measurement to a single point. The
integration time was 5 ms and the travel time of the detected photons are recorded in a histogram
with binsize 20 ps. The binsize was chosen to match the timing jitter of the detector. There
are two distinct peaks: the first is due to a reflection in the setup and constantly present in all
measurements and is therefore filtered out. The second peak is from the target and the location of
the peak, τpeak, can be used as the ToF to determine the distance according to Eq. (3). To further
improve the measurement, we also fit a Gaussian curve to the second peak and use the center of
the fitted curve, τgauss, as the ToF.

Fig. 3. Sample ToF LIDAR measurement to a fixed object. The data is displayed in a
ToF histogram with two peaks: an internal reflection and the target reflection. The data is
analyzed using two techniques: peak identification and Gaussian curve fitting, yielding two
values of ToF.

Fig. 4. Demonstration of a median convolution de-noising filter. In the example, one pixel
is strongly deviating from its neighbors, indicating it might be a faulty measurement or
damaged pixel. In an attempt to reduce the noise, each pixel is set as the median of its
neighbors (We ignore the complications of the edge cases in this example).
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3.3. Median de-noising filter

The median de-noising filter is a convolution filter designed to remove so-called "salt and pepper"
noise from images. The principle is displayed in Fig. 4 where the 4x4-pixel image is relatively
homogeneous except for one strongly deviating value. This type of noise is for example common
in cameras with damaged pixels. To remove the noise a median convolution filter is applied,
setting each pixel to the median value of its surrounding neighbors [31].

4. Results

4.1. Accuracy

To compare the accuracy of the LIDAR methods, we performed 4000 measurements to a single,
stationary point 350 mm from the galvo, using both FMCW and ToF with 5 ms integration time
for both methods. For the FMCW measurements, we extract both fcom and fpeak and for the
ToF measurements, we extract τpeak and τgauss. The results displayed in the boxplot in Fig. 5(a)
demonstrate the difference in accuracy between the two methods as ToF LIDAR achieves higher
accuracy compared to FMCW LIDAR. The average probe power then varied as to 500, 250, 100,
and 50 nW, respectively, to investigate the accuracy dependency of the probe power, Fig. 5(b).
The ToF accuracy is shown to be stable across all probe signals, at ±0.8 mm using Gaussian
analysis, whereas the FMCW accuracy deteriorates at weaker probe signals to ±25 mm with 50
nW probe signal.

Fig. 5. a) Box plot of 4000 measurements performed to a stationary point using both FMCW
and ToF LIDAR with 5 ms integration time to compare the resolution of the two methods.
b) Accuracy of LIDAR methods vs average probe signal power.

4.2. 3D reconstruction and noise tolerance

To compare the ability of the two LIDAR methods to reconstruct 3D objects we scan the figurine
in Fig. 6(a) using both FMCW and ToF. The figurine is scanned in a point-to-point (100 x 100)
raster pattern with a 5 ms integration time per point. The SNSPD and timetagger continuously
record the incoming signal, and to separate the measurements of the individual points, marker
signals from the computer are injected into the data stream sent to the timetagger. For each
point scanned we determine the distance based on the FMCW or ToF measurement. We also
combine the distance with the angle of the galvo mirrors to calculate Cartesian x, y, z coordinates,
resulting in Figs. 6(b) and 6(d). We observe that the FMCW image contains more noise than
the ToF image and to reduce this we apply a median de-noising filter, producing Figs. 6(c) and
6(e). These results demonstrate that the filtering is effective at reducing the noise present in the
LIDAR images.



Research Article Vol. 32, No. 5 / 26 Feb 2024 / Optics Express 7339

Fig. 6. Demonstration and comparison of a 3D reconstruction using FMCW and ToF
LIDAR with identical parameters. a) 3D printed figurine of the Pokémon Psyduck (famous
for its migraine-induced psychic powers). b) FMCW LIDAR measurement of the figurine.
c) Median convolution filter, applied to the FMCW image. d) ToF LIDAR measurement of
the figurine. e) Median convolution filter, applied to the ToF image.

To investigate the resilience of the LIDAR methods, we introduce a bright, broadband source of
non-coherent noise next to the figurine (a candle) and scan it with decreasingly lower probe power
and Signal to Noise Ratio (SNR). The average probe power is again set to 500, 250, 100, and 50
nW, respectively, yielding an SNR of 0.3, 0.15, 0.06, and 0.03. The noise source produced an
average 500k photons/second background signal while a 500 nW probe yielded an average 150k
photons/second reflected signal. The resulting de-noised images are shown in Fig. 7. Important
to note: in the ToF measurement, due to the repetition frequency and the laser pulses FWHM, the
peak power is ∼ 1000 times larger than the average probe signal but still within eye-safety limits.

Fig. 7. Multiple LIDAR scans with progressively lower SNR. The SNR and Rx signal
values are the average over the image. The top row displays the ToF measurements, and the
bottom row the FMCW measurements. All images have been de-noised using an identical
median convolution filter.
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5. Conclusion

In this paper, we construct a system capable of performing FMCW and ToF LIDAR at the single
photon level using an SNSPD and compare the performance of the two methods under identical
environmental conditions. First, we compare the accuracy achieved by the two LIDAR methods
and the results in Fig. 5(b) demonstrate that ToF achieves a better accuracy (±0.8 mm using
Gaussian curve fitting) compared to FMCW LIDAR (±9 → ±25 mm ). More importantly, the
ToF accuracy is shown to be stable even for weaker probe signals where the FMCW LIDAR
accuracy deteriorates. These results differ from the theoretical expectations that predicted ToF to
achieve 10 mm accuracy and FMCW 8 mm. The reason for the ToF discrepancy is that while
ToF LIDAR accuracy for a single detected photon is limited by the total timing jitter, it is not
the ultimate limit when using multiple detection events. The ToF of reflected photons from a
target are distributed in a Gaussian curve where the FWHM is determined by the total timing
jitter and the central value is the true ToF. The accuracy of a ToF LIDAR is the precision with
which the central value can be determined. This is why the accuracy is better than expected and
why fitting a Gaussian curve to the data in Fig. 3 improves the accuracy as demonstrated by the
results in Fig. 5(b). The discrepancy in FMCW accuracy with weaker probe signals is caused
by insufficiently reflected photons to perform accurate FFT analysis. For stronger probe signals
(500 nW) the accuracy is shown to be ±9mm, closer to the theoretical value. In this regime,
the limiting factor is nonlinear phase noise in the modulated laser. The main conclusion of the
results displayed in Fig. 5 is: for photon starved reflected signals, the ToF accuracy remains
stable with weaker signals whereas the FMCW accuracy degrades. The numerical results are,
of course, highly dependent on equipment specifications such as laser pulse width, detector
timing jitter, frequency sweep rate, etc. Changes to these parameters can move the data points in
Fig. 5(b) vertically, and an FMCW LIDAR system can be made that surpasses a ToF system,
for example, by increasing the bandwidth of the laser frequency modulation, but the trend of
degrading FMCW performance for low photon return signals will remain.

Second, we compare the impact weaker probe signals and lower SNR have on the ability of
the LIDAR techniques to reconstruct 3D environments. The results in Fig. 7 demonstrate that
both LIDAR methods are highly resilient to background noise given the same average probe
power, identical integration time, and environmental conditions. The FMCW images produced
contain more noise than those produced using ToF due to the difference in accuracy, especially
with weaker probe signals. Using a median convolution filter does mitigate the effects of this, as
shown in Fig. 6(b) and 6(c).
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